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Qutline

® CSPs

® Protein Structure Prediction Problem

® Algorithm Selection Pro

Wednesday, July 21,2010



CSP

® A Constraint Satisfaction Problem (CSP) is
a triple (X, D, C):

Variables :

e 2G5 PG

Domains : Constraints:
1B, Dok
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Solution

® Backtracking algorithm:

Variable? Variable?

® \Which Value! Value? Value?

® \Which Variable?

Variable? Variable?

Value? N
Value* Variable?

Value?

® Depends on the (family of)
problems.

® Conditions the
effectiveness of the

algorithm mlP |1 this paper
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Protein Structure
Prediction Problem

Sequence of
amino-acids * 3D conformation

protein ID=1ZDDP

20 amino-acids

Minimize the
energy function




Protein Structure
Prediction Problem

Sequence of
' ' * 3D conformation Ft
amino-acids contribution

gz -

20 amino-acids

Minimize the
energy function




Protein Structure
Prediction Problem

® HP Models
® 20 symbols alphabet => 2 symbols alphabet

Z contact(w(i), w(j)) x Pot(s;, s;)

1<i<n i+2<j<n




Protein Structure
Prediction Problem

® dom/wdeg

o wd
® Which heuristic to use!? sk
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Protein Structure
Prediction Problem

® Which heuristic to use!?

We can use Paul the octopus to
o redl t he b st eu lstl

I !"‘I::"i‘u';“ Y '3" -"‘r b ‘ 47« ” ’\'
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Protein Structure
Prediction Problem

® Which heuristic to use!?

We can use Paul the octopus to
predlct the best heurlstlc
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Protein Structure
Prediction Problem
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Algorithm Selection

Classification
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Algorithm Selection

Classification
problem

Features — R® ® dom/wdeg

® wdeg

AN Sl S AT S S0 5"'7‘3\ G SRSV T il D 2%
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Algorithm Selection

training instances Classification algorithm  Algorithm Selection

Select the
best

$1,52,83,.--,9n :
» algorithm

® For each training instance:

® Compute the best strategy based on algorithm’s
cost solution.

® Build the classifier on the training set
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General Methodology

- Try various heuristics
Off-line - Record the corresponding solutions
- Compute features

Compute Learn a
O Features e
training | , _ classification

. . Pre-processin
information P 9 model

Target problem

Distribution

Online

Compute Feature Best
features Normalization ; Heuristic
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Decision lrees

A well-known learning algorithm for classification

features

® Training set: ;

® TJree structure:
® Node => Feature

® Branching => Decision

® |eaf node => Label
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Algorithm Selection

® dom/wdeg

® Algorithm with best
solution cost is_
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Features

® Machine Learning && Protein Classification

® Highly studied problem in Computational

Wednesday, July 21,2010



Features

31599393+ 43

L

{123 L33 {123

|

12,3}

Attribute Group | Group 2 Group 3
Hydrophobicity | R,K,E,D,Q,N G,AS, T,BH,Y C,V.LLLM,EW
Volume G,AS,C T,PD N,VE,Q,l,L M,H,K,ER,Y,W
Polarity LLEW,C,M,V,Y PAT,G,S H,Q,R,K,N,E,D
Polarizability G,ASD,T C,PN,VEQ,,L | KMH,ERY,W
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Features

Attribute Group | Group 2 Group 3
Volume G,ASC,T,BD N,V,E,Q,LL M,H,K,ER,Y,W
Polarity LLEW,C,M,V)Y PAT,G,S H,Q,R,K,N,E,D

Polarizability G,ASDT C,BEN,VEQ,LL | KMH,ER,Y,W

Wednesday, July 21,2010



Wednesday, July 21,2010

Features

Composition: 3 descriptors representing the percentage of
each group in the sequence

Transition: 3 descriptors representing the frequency with
which a residue from group(i) is followed by a residue from
group(it1), or vise-versa

Dlstrlbutlon |5 Descrlptors representlng the fractlon in the
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Experiments

® 400 Random sequences

® |0 fold-cross validation
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Experiments

® Experimented with |8 heuristics candidates to
build the portfolio.

® Manual selection of Heuristics candidate:
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Experiments

® We perform |0-fold cross validation
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Experiments

x 10

200 300

Instances

Black points Red points
automatic alg. selection best single heuristic

Better in | | O instances Better in 43 instances
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Experiments

200 300
Instances

Black points Red points
automatic alg. selection 2nd best single heuristic

Better in 2| 3 instances Boicaini s iastgiaa-s
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Conclusions

® A CP Solver can automatically choose
feasible heuristics considering features of
original problem
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Future work

® Future work => Ongoing work

® Experimenting with real sequences

.. Automatlc selectlon of the algorlthms

Wednesday, July 21,2010



Wednesday, July 21,2010



